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The Problem: VLMs Cannot See Hidden Content

Vision-language models (VLMs) excel at semantic tasks like 

image captioning and visual reasoning, but they fail at a core 

human capability : detecting hidden content in optical illusions 

or AI-generated images.

Humans instinctively adjust their visual processing through 

perceptual adaptations like zooming, squinting, or dynamic 

scaling to uncover obscured details. 

VLMs prioritize high-level semantics over low-level visual 
operations

Static, high-resolution embeddings bury hidden patterns under 
redundant spatial features

Critical gap between computational vision and human cognition



HC-Bench: A New Benchmark for Hidden Content Recognition

We introduce HC-Bench, a benchmark dataset of 112 synthetic images with 

embedded hidden texts and objects, generated using Stable Diffusion with 

ControlNet to preserve naturalistic backgrounds. 

112
Total Images

56
Hidden Text Images

56
Hidden Object Images

12
VLMs Tested

State-of-the-art VLMs achieve
near-zero accuracy: 0–5.36% 



Universal VLM Failure: Even SOTA Models Cannot See Hidden 
Content

Methods Tested (All Failed):

Zero-shot direct questions 

Zero-shot with follow-up hints 

Prompt engineering 
("zoom in/out to examine layered details") 

Few-shot learning with examples 

12 State-of-the-Art VLMs Tested:

• O3 • O4-MINI

• Gemini 2.5 Pro • Grok 3

• Mistral • Claude 3.7 Sonnet

• LLaVA-v1.5-7B • Doubao-1.5-Pro

• Kimi-VL-A3B • Qwen2-VL-7B

• Qwen2-VL-72B • DeepSeek-VL2

Root Cause:
VLMs rely on static, high-resolution embeddings that prioritize local texture over global structure, burying hidden patterns under redundant 

spatial features. 



The Solution: SemVink (Semantic Visual Thinking)

A Surprisingly Simple Solution
Scaling images to low resolutions (32–128 pixels)

How It Works:

Downscaling eliminates redundant visual noise

from high-resolution embeddings 

Forces models to focus on global patterns

rather than local textures 

Mirrors human perceptual strategies

like squinting to see hidden content 

Accuracy jumps to

>99%



Experimental Results: Dramatic Improvement with SemVink

Key Findings

⚫ Universal failure of baseline methods: All 12 VLMs achieve 0-
5.36% accuracy with zero-shot, hints, prompt engineering, and 
few-shot learning.

Baseline

0–5.36% → w/ SemVink

91–100%

⚫ Dramatic improvement with zoom-out: Accuracy jumps to 
91.07–100% across all models.

⚫ Larger models (O4-MINI, Gemini 2.5 Pro, Qwen2-VL-72B) 
achieve perfect 100% accuracy.

⚫ Even smaller models (Kimi-VL-A3B, LLaVA-v1.5-7B) exceed 
90% accuracy.



Why Does It Work? Embedding Redundancy Analysis

Resolution Repeated Tokens Detection

High (512-1440px) ~1000 ❌ Failed

Low (32-128px) ~10 ✅ Success

Embedding analysis reveals the root cause of VLM 

failure and explains why downscaling works 

effectively. 

High-resolution embeddings contain redundant 

spatial patterns that obscure subtle details

Attention maps show that VLMs focus excessively on 

background textures, masking hidden content.

Downscaling shifts attention from local 
textures to global patterns 



Implications and Future Directions
Critical Architectural Flaw 

Current VLMs lack integrated low-level visual operations 

that are fundamental to human perception. They prioritize 

abstract reasoning over basic visual processing, making them 

brittle in real-world scenarios requiring perceptual adaptability. 

Real-World Applications

Medical Imaging Security Systems

Adversarial Detection Steganography

Quality Control

Paradigm Shift Needed 

Multi-Scale Processing

Integrate dynamic resolution routing and learned scaling 
schedules into VLM architectures

Hybrid Models

Combine high-level semantic reasoning with low-level visual 
operations as first-class components

Adaptive Vision Tools

Elevate preprocessing operations to integrable visual tools 
within VLM pipelines

Human-Like Perception

Bridge the gap between computational vision and human 
cognition through perceptual adaptability



Conclusion

1
HC-Bench Benchmark
Introduced a benchmark of 112 synthetic 
images with hidden texts and objects, 
addressing limitations in existing datasets 
like EXAMS-V and IllusionBench. 

2
Revealed VLM Limitations
Demonstrated universal failure of 12 
state-of-the-art VLMs (0–5.36% accuracy) 
in hidden content recognition, exposing a 
foundational design flaw prioritizing 
semantics over basic visual processing. 

3
SemVink Solution
Proposed a scalable solution via image 
scaling to low resolutions (32–128 pixels), 
achieving over 99% accuracy and demon-
strating that low-level operations can 
bridge the gap between computational 
vision and human cognition. 

Key Takeaway

Integrating low-level visual skills into multimodal architectures is crucial for 
building robust VLMs that can handle real-world ambiguous scenarios in medical 
imaging, security, and beyond. 
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Project Website & Code

https://johnnyzeppelin.github.io/vlm-semvink 
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